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Result 2

The estimator Π̂ is asymptotically normal,
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from the proof of Result 1 and, hence,
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Premultiplying by Q′ ⊗ Q−1 and recalling the definition of Q, gives a multi-
variate normal limiting distribution with covariance matrix
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which implies (7.1.7) because Σv = QΣuQ′.
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