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and
Vi,...,Vg are the corresponding orthonormal eigenvectors.
The log-likelihood function in (7.2.19) is maximized for
B = B i=[vi,..., v ]S
o = a:=AYMY’,B (E/Y—lMYilf@il = SouB(B'SuB) 7,
I = I:=(AY —af'Y_))AX'(AXAX')",
T, = Xy:=(AY —ap'Y_, — TAX)(AY —af'Y_, — TAX)'/T.

The maximum is

" KT

i=1

K T
maxlnl = —7111271' -3

Proof: From Chapter 3, Section 3.4, it is known that for any fixed o and B
the maximum of In! is attained for

T(ap) = (AY — ap'Y_)AX (AXAX) L.
Thus, we replace T' in (7.2.19) by f‘(ocB/) and get the concentrated log-
likelihood

KT T

—%tr [(AYM — op'Y_ M) 2, (AY M — ap'Y_1M)] .

Hence, we just have to maximize this expression with respect to o, B, and
Yu. We also know from Chapter 3 that, for given o and B, the maximum is
attained if

Y(ap) = (AYM — o' Y_{M)(AYM — ap'Y_1 M) /T
is substituted for X,. Consequently, we have to maximize

—% In|(AY M — af'Y_1 M)(AY M — op'Y_, M)'/T|

or, equivalently, minimize the determinant with respect to o and B. Thus, all
results of Proposition 7.3 follow from Proposition A.7 of Appendix A.14. W

The solutions B and o of the optimization problem given in the propo-
sition are not unique because, for any nonsingular (r x r) matrix Q, aQ !



