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and

ν1, . . . , νK are the corresponding orthonormal eigenvectors.

The log-likelihood function in (7.2.19) is maximized for

β′ = β̃′ := [ν1, . . . , νr]′S
−1/2
11 ,
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(
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= S01β̃(β̃′S11β̃)−1,

Γ = Γ̃ := (∆Y − α̃β̃′Y−1)∆X ′(∆X∆X ′)−1,

Σu = Σ̃u := (∆Y − α̃β̃′Y−1 − Γ̃∆X)(∆Y − α̃β̃′Y−1 − Γ̃∆X)′/T.

The maximum is
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Proof: From Chapter 3, Section 3.4, it is known that for any fixed α and β
the maximum of ln l is attained for

Γ̃(αβ′) = (∆Y − αβ′Y−1)∆X ′(∆X∆X ′)−1.

Thus, we replace Γ in (7.2.19) by Γ̃(αβ′) and get the concentrated log-
likelihood
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Hence, we just have to maximize this expression with respect to α, β, and
Σu. We also know from Chapter 3 that, for given α and β, the maximum is
attained if

Σ̃(αβ′) = (∆Y M − αβ′Y−1M)(∆Y M − αβ′Y−1M)′/T

is substituted for Σu. Consequently, we have to maximize
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or, equivalently, minimize the determinant with respect to α and β. Thus, all
results of Proposition 7.3 follow from Proposition A.7 of Appendix A.14.

The solutions β̃ and α̃ of the optimization problem given in the propo-
sition are not unique because, for any nonsingular (r × r) matrix Q, α̃Q−1


