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Introduction

The claim that ‘history matters’ has become a rsamgs prolegomena for many social
scientists interested in explaining a given cowfsevents. That the past influences the future,
however, is a trivial statement. Path dependengeesents an opportunity to connect
historical sequences in a more formal way (David)1d. But despite recent efforts to clarify
the concept, no consensual definition of path dépece has emerged yet (Djelic & Quack,
2007; Page, 2006; Sydaet al, 2005}. Its ambiguous theoretical substance paves thefavay
controversy when confronted with empirical obsdorat. In particular, it is still contested
whether the QWERTY and VHS case studies constaoteptable empirical evidence for
path dependence (Ekelund & Tollison, 1997; LiebawitMargolis, 1990, 1995).

The issue at stake is twofold. First, as theoon$tsocial phenomena, scholars ought to
provide a sounder conceptual basis for path depeedd his notion needs to gain thickness
in order to become clearly distinct from other damsts (e.g., increasing returns,
suboptimality, market failure) or causal mechanigmg., first mover advantage, structural
inertia, institutional persistence). Second, asigogb researchers, scholars should define the
conditions under which observable phenomena casalm to verify path dependence. In
particular, when alternative explanations are bilgtdo account for the same observations,
scholars should assess if path dependence prawida@sost accurate account.

This paper will hopefully contribute to advance tpatependence research in both
directions. Section 1 identifies the theoreticallding blocks that can shape a distinctive
definition of path dependence and unpacks somessane or sufficient antecedents and
implications of the concept. Section 2 examinemfian epistemological standpoint to which
extent path dependence can account for empiricsdrghtions. It is assumed for the sake of
the discussion that some observations allow schdlareither confirm or disconfirm the
hypothesized mechanisms of path dependence. Thidead me to assess the empirical
limitations of path dependence, particularly in thght of the QWERTY and VHS
controversies. Since the two first sections addisssges at the theoretical and epistemological
levels, they are of interest for social scientistwking on path dependence, whatever their
field of specialization. The last section derivestinodological implications from this fresh
look at path dependence, which | will illustraterfr my own perspective — that of a student of

organizations. The end of the paper will presesinmgle simulation model that applies some

! “path dependency [...] has a number of different mtegs, but a common thread is a critical perspectin
traditional efficiency arguments” (Djelic & Quack007:163); “[path dependence] encompasses almgst an
process in which someone can find or claim evidemicencreasing returns” (Page, 2006:87); “organdrat
research [...] refers to this concept only in a ratbese or simply metaphorical way” (Sydatal.2005:4).



results of this inquiry to one of the most livelydapromising lines of research in organization
and management sciences, the dynamic resource-b@sedHelfat & Peteraf, 2003; Helfat
et al, 2007; Teeceet al, 1997). This choice seems appropriate becauseunmso
accumulation and capability formation are oftencdégd in terms of choice and chance
(Barney, 1986, 2001; Makadok & Barney, 2001), whiate notions central to path
dependence studies. As a matter of fact, the awalaf capabilities is closely associated with
path dependence in the literature (e.g, Schreyogdiésh-Eberl, 2007; Teecst al, 1997).

This critical reassessment of path dependence aithgee objectives: 1) to outline the
theoretical interest of path dependence while daling its empirical limitations
(epistemological contribution); 2) to suggest way®vercome these limitations in empirical
research (methodological contribution) and 3) thier the dynamic RBV research agenda by
discussing the implications of a simple simulatibat integrates elements of path dependence

studies in a fruitful and epistemologically susédile manner (theoretical contribution).

1 — Defining path dependence “thickly”

A definition of path dependence needs precisiondisiihctiveness, otherwise “the notion of
path dependency would not be much more than a im@tdpghlighting nothing other than a
social truism” (Sydowet al.,2005:18) — namely, the fact that history mattefss definition

will be useful to differentiate between path depara and other loosely-related constructs.

Contingency

Path dependence refers to a property of dynamicegees whose evolution exhibits

contingency (David, 1985). The term ‘contingencgslgot several layers. In a seminal paper,
Arthur (1989) argues that path dependent procesgesontingent in the sense that their final
outcomes depend on earlier events that partly ceduandomly. Thus contingency entails
three components: history-dependence, uncertaimtlylack of necessity (e.g., presence of
“‘chance”). These dimensions of contingency readgndescribe the nature of socially

embedded decision making. Consequently, a consildegamount of historical sequences are
potentially part of the path dependence researeimday in several disciplines belonging to

social sciencés

2 For instance, this includes studies of technollgivolution (Arthur, 1989; Cowan, 1990), instiartal change
(Goldstone, 1998; Mahoney, 2000; North, 1990),tjali choices (Pierson, 2000; Thelen, 1999), gtalecies
(Cowan & Gunby, 1996), or organizational capal@$it{Schreydgg & Kliesh-Eberl, 2007; Teetel.,1997).



Chaos, randomness and path dependence

The literature has stressed that informal defingioof path dependence often lead to
confusing or even contradictory statements (Da2{@)1). Path dependence involves some
kind of chance or randomness. Unlike chaos thebiy,concerned with stochastic processes:
path dependence is not about a hypersensitivityitial conditions. Some trajectories, once
entered, influence with probability one the futdrstribution of outcomes. Such a distribution
is not random; it is merely subject to modificasobetween the starting point and the
outcome of the process. Path dependence, althoygloperty of stochastic processes, is
therefore not a synonym for randomness.

Put simply, gpath dependent processone whose outcome distribution changes over
time as the process unfolds. Stated formally, pigflendence is a property of a non-ergodic
Markov chain, which has at least two possible déogua that are selected contingently
somewhere along the path (see Appendix A for a &rmevelopment). Notably, the early
history of the process does not necessarily mattae than its recent history (Page, 2006).
Path dependent processes are such that, for ammf setial conditions |, the probability of
any outcome O conditioned by | verifieg(O,l), P(O|l)<1. Hereafter, this relationship is
referred to as theorem of path dependendéotably, this theorem and its assumptions can be
applied to the evolution of living species: randenents (e.g., genetic mutations) occur at
every stage of the evolution, thereby modifying theure probability of outcomes (e.g.,
expression of a given trait). To a large exterd,atiolution of living species is non-reversible:

once a path has developed, there is no turning beckuse of the speciation process.

Path dependence, increasing returns, lock-in antdsptimality

It can be shown formally that neither increasingumes nor network externalities are
necessary conditions for path dependence to odher:mere presence of sunk costs or
asynchronic decision making suffice in leading &hpdependent outcomes (Balmagtral.,
1996). For instance, when sunk investments have pesviously made in a given productive
activity, it is attractive for an agent to acqusidlls related to it, even when other activities
could be more profitableper se Similarly, asynchronic decision making induces
complementarities between knowledge and assetssewlewolution might become path
dependent. Vested interests as well may lead deamsakers to rationally pursue a given path
because of past decisions, even though more ¢yaféitient options are currently available

% “Path dependence is a property of a system swatttlih outcome of a period of time is not determhibg any
particular set oinitial conditions (Goldstone, 1998:834).



(Altman, 2000). Constant or decreasing returns Iyiald path dependent outcomes when
alternative options are eliminated along the pRiémge (2006) provides formal evidence that
the history of a decision process only matters wakeleast one negative externality exists
among available options. Only a negative extemwddirectly “compromises optimality”
(Page, 2006:109).

A path dependent outcome can only exist if theratileast one other outcome which
could have been reached — but which was not deertbngency. Formally, this reflects the
non-ergodicity of the Markov chain: at least twodtly stable equilibria exist from which the
process cannot escape endogenously. While patmdepee logically implies lock-in, lock-
in might also occur without path dependence. Fangle, Arthur's famous payoff tableau
does not involve non-ergodicity but does illustrimek-in (Arthur, 1989:119). Nevertheless,
lock-in is not a synonym of inefficiency, marketlfise or suboptimality. A process may well
get locked-in an optimal region of equilibrium drtingency decided so (David, 2001).

Why then is path dependence so often associatdd subboptimality (Liebowitz &
Margolis, 1990, 1995)? The reason for this resideke role endorsed by path dependence in
a struggle over paradigms. David (2001) presenth papendence as a core concept of
“historical economics”, which he describes as a@gm challenging the neoclassical school
of thought. In order to show that historical ecomsris able to succeed where neoclassical
economics failed, path dependence should managptain more than the paradigm it
aspires to outperform. Practically, this means thstorical economics based on path
dependence should preferably be applied to caseshwdo not fit in the neoclassical
optimization framework (e.g., suboptimal equiliriavhile in fact there is absolutely no
incompatibility between path dependence and optiynal

The logic of path dependent explanations in socaiences
Social scientists with different backgrounds sheuset of common explanatory mechanisms
about path dependence. The story goes that “ifgignt events” (Arthur, 1989:116), “small
or contingent events” (Pierson, 2000:251) or “cleaetements” (David, 1985:332) have a
durable influence on the selection of a given eguilm among the possible ones. Once a
path is contingently selected, it is pursued beeaists increasing attractiveness relative to
others. Self-reinforcement then locks the proceds a locally stable equilibrium. Only
exogenous shocks can get the system to shakeffitseoavn history (David, 1994, 2001).

The stability of the argument across discipliresnotivated by logical consistency.

Contingent events must be found at the origin phth dependent process for two reasons.



They first guarantee that multiple paths can paéintbe pursued. Were contingency absent,
decisions makers would choose what appears to déelkt option among those that are
availableex antge and no new or unexpected path would be createdir@@mt events at the
beginning of a sequence also ensure that whaatedithe path and what reproduces it later
on (e.g., complementarities) are distinct mechasidfrthe same causal force explained both
the creation and the reproduction of the path, p#pendence would add nothing to
traditional systemic explanations (Schwartz, 2004). instance, if QWERTY was initially
adopted because it maximized the early adopteitgyudompared with other keyboardwven
before any self-reinforcing mechanism started terafg we would conclude that QWERTY
always was the best keyboard. Positive feedbackimaseasing returns, by implying that
alternative paths become less and less attraciivetiwe, explain why actors are not enticed
to explore other optiofis Therefore, contingency and a self-reinforcing hagism are two
necessary building blocks of path dependence irakscences.

This section developed a formal definition of patbpendence, distinguished the
concept from loosely-related ones and outlined Bowial scientists usually exploit the logic

of path dependence. Important results are sumnahinz€able 1 below.

Table 1: The logic of path dependence and sorhisoimportant properties

CONTINGENCY CRITICAL SELF-REINFORCING ACTUAL
(3 components) JUW PATH
Necessary condition: x Non-necessary outcomes:
- one negative externality - suboptimality
- market failure
Non-sufficient, non-necessary conditions: - inefficiencies
- increasing returns/positive externalities
- complementaries Necessary, non-sufficient outcome:
- asynchronicity (does not evidence path dependence)
- earliness of path divergence - lock-in, somewhere in the future

* Path dependence predicts the reproduction of angdegtern without specifying why it becomes relalyv
more attractive than others. Sydaw al. (2005) identify several mechanisms that can accéamthis self-
reinforcement: economies of scale/scope, exteislitearning effects, social expectations/cootitnaeffects,
cognitive/sunk cost traps, escalating commitmeohw&rtz (2004) doubts that it is helpful to corglatistinct
causal mechanisms into a single label (“self-reitément”) on the ground that their predictions shhe idea
that something is being reproduced. This can béeading, as in Zukowski (2004:956), who concludesua
Poland’s assumed path dependent development fitatiarrow sense, Poland’s historical sequenceotdm
interpreted in terms of path dependence, butlieratepresents a classic case of institutionaligierse”.



2 — Dealing with path dependence empirically

The formal definition of path dependence providesotars interested in historical causality
with a sound theoretical basis (see Appendix Ahelps social scientists to acknowledge the
role of chance (De Rond & Thietart, 2007) when wituigl various sequences of phenomena,
such as technological or institutional trajectari#shighlights the importance of gathering
relevant information before committing resourcestproject (Liebowitz & Margolis, 1995;
David 2001). It also underlines the fact that oacidions may have a long-term impact at a
scale much broader than was expeetednte Finally, it encourages both scholars and social
actors to complement teleological thinking withtbrecal awareness.

Researchers look beyond the insights generated theay; they ask for empirical
evidence that such insights are relevant. The nikra theoretical path dependence to the
empirical sphere is not an easy one (Foray, 199@htroversies about the QWERTY and
VHS cases have not been resolved yet (Liebowitz &ddlis, 1990, 1995; Schwartz, 2004).
To understand why, this section draws on epistegylo address three issues that have
prevented path dependence from consensually adwgeaoipirical knowledge.

First, empirical support for path dependence reguavidence that paths are selected
contingently and not by structural forces (e.gpegior efficiency, information asymmetry),
otherwise traditional efficiency-based theoriesfisafin explaining observations. Second, it
needs to be proved that contingent events haveeqaesces in the long run. It they affect
future steps of the process without impactingotsgl run equilibrium, then path dependence
can no longer be formally defined as a propertyaf-ergodic Markov chains. This would
imply that lock-in is not anymore a necessary omepand path dependence would loose
most of its substance. Third, to demonstrate itstirditive explanatory power, path
dependence should be able to account for persistibhgptimal situations. As our discussion
of the QWERTY and VHS controversies will show, tldemands using counterfactual
analysis, where hypothetical worlds are compared thie only, actual one we live in.

The following discussion focuses on the conditiander which path dependence can
translate into empirical research. With this pugosmind, it is assumed that at least some
observations inform social scientists on the degfggausibility of path dependence-inspired
statements. It is also taken for granted that “=bescy, logicality, and clarity are
fundamental requirements of scientific justificatio regardless of one’s personal

epistemology” (Pélet al, 1994:571). This merely implies that contradictstgtements are to



be avoided, as well as false inferences and uneearments, whose empirical testability

might be reduced.

Evidence for chance

To simplify the following discussion, path depend@nocesses are modeled as adoption
patterns in the broad sense: social actors adophodogies, institutions, beliefs, theories, or
routines, and some of these entities might endamimhting others. Such adoption patterns
can be represented as sequences of digits: famnicest when two entities A and B compete for
adoption, the sequence “01101100110111100010”" m#waisB was chosen first, then A
twice, B again, etc., with 0 and 1 coding respetyivior adoptions of B and A. Path
dependence needs the intervention of some chancandomness in the adoption pattern
before the paths start to diverge (Arthur, 1989t Bow to generate empirical evidence for
chance or randomness? Before discussing the inhdiféoulties of the task, | need to say a
word about the definition of random numbers.

In the early 1960s, Solomonoff, Chaitin and Kolmayoworked on the notion of
randomness in mathematics (Chaitin, 1975; Li & Wjta 1997; Solomonoff, 1960). A
synthesis of their works led to a definition of dam numbers as series of digits whose
complexity is approximately equal to their sizebits’. In other words, a random number is
one that cannot be generated by an algorithm ouehntower size than the number itself,
since the information contained in it cannot be poesed. Consider the two followings
series representing patterns of adoption usingohations introduced abote

1) 10010110010011011011

2) 1111111111111111221111
Intuitively, the first series appears “more randothan the second. However, both series
could be obtained with equal probability by tossengoin twenty times: from a coin’s point
of view, both series are equally random. To restive paradox, Chaitin (1975) proposes to
define randomness objectively, that is, withouerehce to the mechanism generating the
sequence (here, the coin). This implies measuhagyuantity of information involved in the
sequence itself. To transmit the information comdiin the series with a computer, one
would write two algorithms: the second series waalithin with a program like “Write ‘1’ 20
times”, while the first sequence would require ager algorithm — for instance, “Write
‘10010110010011011001™. The size of the lattergoaon is about the same as the size of its

® The complexity of a series of digits is the sizdits of the smallest computer program able tegg®e it.
® This example is adapted from Chaitin (1975).



output since the data cannot be compressed. Theyefocording to Chaitin’s definition of
randomness, our first intuition was correct: thstfseries is indeed more random than the
second one.

Interestingly, in Arthur (1989), lock-in occurs wheandom events get B’s adoptions
far enough ahead of A, that is, when somethingtlieesecond pattern of adoptions presented
above obtains early in the process. Put differemiyhur tends to consider that a series of
twenty adoptions of B is the true chance eventtitiggers path dependence. As the previous
example illustrates, this is rather counter-int@tirepetitive patterns of digits in the second
sequence (i.e., the twenty “1”) are more likelyhve a non-random origin. For instance, the
strategic savvy of B's promoters could well explaihy B’s share eventually rocketed. Since
chance is not the most obvious explanation to aucdor repetitive patterns, the path
dependence argument needs indeed some empirigairsup

However, Chaitin (1975) asserts that no evidenaerémdomness can easily be
produced. In order to show that a series of digiteandom, one would need to prove that no
program of a complexity smaller than that of theiese exists that could generate it.
According to Chaitin, Godel’s incompleteness thaoreontains the rationale for why such
evidence is often impossible to produce. Any forsydtem consisting of a formal language
and a set of inference rules can be associatedamgiven degree of complexity. The more
complex the system, the more complex the informatierivable from it (e.g., theorems and
their proofs). As a consequence, complex proofs an be established within simple
systems: the information they contain is considenecbmpressible and thus appears random
(see Appendix B). This inherent limitation of forimsystems leaves informal theoretical
systems like those employed in social sciencesnire\an more difficult position when it
comes to proving randomness or chance.

The chancy character of an adoption pattern isetbex unlikely to ever be
empirically evidenced. While chance remains a neale assumption in formal models
where A and B only differ in their payoff structufe.g., in Arthur, 1989), in real-world
situations (e.g., in the QWERTY case), decision enskadopt A or B based on their
preferences and the perceived properties of A andl 8ausal link is likely to exist between
the choice to adopt a technology, for instance, iéliosyncratic properties (e.g., design,
technical specifications, brand reputation). Thugmpirical studies, the chance argument is
no more provable than in formal models but it iscimless realistic, since social actors do not
behave randomly. In other words, the verifiability empirical path dependence remains a

serious issue.



Falsifying chance

The chance argument is unverifiable in non-triciases. But can one falsify it? To do so, one
needs to think of a possible world where the adoppattern is not random. Since social

actors are very likely to behave in a non-randommeg, scholars need to consider properties
of A and B that could significantly influence theinoices.

In Arthur’'s (1989) model of adoption under incregsreturns, lock-in occurs when
contingent events push the adoption of technologfaBenough ahead of A. Increasing
returns render B so much more attractive than A theaen those who have a natural
preference for A will eventually adopt B. Now, wlifathe early adoptions of B are not due to
chance? What if B managed to get an early advariiagause it convinced its prospects to
make their purchase earlier than A’s prospects?tifine pattern of a firm’s sales is usually
not considered a small chance event by managerse gienerating income right now is
always better than generating it in the future. ame to prove that B got ahead because its
promoters acted more strategically, then the rbnce would become negligible

One may wonder how it can empirically be proved @ia early advantage is due to
something else than chance (e.g., more efficiennption). To formalize this discussion, |
introduce simple notions of predicate logic. Suohrfalization has proved useful in the past
for social scientists interested in assessing ¢imsistency, logicality and clarity of theoretical
arguments (Pékt al, 1994). In the following, A and B stand for twotiéies competing for
adoption (e.g., technologies, institutions, pokgiand whose payoff structures are hard to
compare early in the procésSocial actors are assumed to be purposive: theyotladopt A
or B randomly but because of their respective ptggse which include anything that
characterizes them. Imagine A and B technolodtesy relevant properties could be price,
design, consumer service, geographical locatiooutiets, training required to use them, and
so forth. In order to disconfirm empirically the tpadependent explanation based on
contingency, one needs to show that B has gotast lene property that differs from A’s
which could explain why B got ahead. A and B caftaidiffer in at least one of their
respective properties: if they did not, then A d@dvould not be distinct. This is a simple
application of Leibniz’s law of the identity of irternibles (Hacking, 1975; Leibniz,
1686/2000), which states that no two distinct @&gihave got exactly the same propetties

" The argument can be extended to situations wieeent (and not early) history determines the finatome.

8 Otherwise there would be no indeterminacy of omtedno path dependence), since the better optiaridwo
always be chosen by early adopters. This patbpendent process may anyway generate lock-in Ari989).

° The principle of the identity of indiscernibles isicontroversial for macro entities with many distive
features (Forrest, 2006). A short introductiondgital language can be found in Railial. (1994: Appendix).

10



Using the notation of predicate logic, A and B esanting alternative options and P any
property characterizing them, the argument can roigew:

vP[PA<PB]->A=B (if for any property P, A and B have P, then A &d
A£B are identical; A and B are distinct; therefore, the

exists at least one property P that A and B do not
- 3P[(PA~~PB)+(~PA~PB)] simultaneously have)

Differences exist between A and B that could captuariance in adoption trends — and
thereby avoid the controversial reliance on chaiecaccount for historical causality. Yet,
relating actors’ preferences and property diffeesnio the adoption pattern is a considerable
challenge: extensive data about the adopters’ emuqters’ motivations needs to be gathered
and analyzed. A way to do so is to regress thedspeadoption on every relevant property
difference identified by adopters. Had A and B d¢lyathe same properties but design, one
could still argue that B was more fashionable, texisn a wider variety of colors, was more
ergonomic, and so forth. Any combination of propetifferences could also be investigated
as a cause for early adoption; this means consgl@atential interaction effects between the
independent variables of the regression model. Awadter of fact, a lot of alternative
hypotheses can be formulated to account for B’/ emivantage. Nevertheless, the quantity
of information required to test them is likely taceed by far the quantity of information
available in existing historical accounts about tase under scrutiny And since most
historical trajectories are unique, econometricy tma of little help to identify generalizable
results in empirical cases of path dependence.

Many non-contingent factors can explain the shapeadoption patterns. Path
dependence is falsifiable discursively, but gatigerata supporting explanations not based
on chance appears very difficult when unique histbrtrajectories are at stake. To rely on
chance-based explanations is to take the risk obtoacting a theoretical edifice on very
weak foundations, for chance cannot be evidenced. Will now discuss, this paradox lays

foundations for controversy when it comes to tgspath dependence empirically.

Back to QWERTY and VHS

Path dependence has a strong theoretical int&tegertheless, the chance argument in which
it is grounded, although acceptable in formal medelises serious epistemological issues in
the empirical sphere. As a consequence, empitigdles in path dependence are bound to be

19 with only 5 potentially relevant differences beameA and B, one needs to construct 15 independeigthles
to include 2-variable interaction effects in thedab The regression of the speed of adoption S ropegty
differences B...,P,is written: S =Xf, P+ XXf;;PP, + ¢, withke {1,...,n}, i e {1,...,n-1}, j e {i+1,...,n}.

11



controversial. From the previous discussion onepradict that: 1) scholars who reject path
dependence will try to account for adoption pagehy looking at the ignored property
differences between A and B; 2) in most cases, Wiyuse available historical data to fuel

controversy; 3) most controversies are likely tomae unresolved, but their intensity will

decrease with the amount of unexploited histoicd.

The QWERTY and VHS controversies illustrate thatlw@avid (1985) attributes the
dominance of the QWERTY keyboard to path dependarep®rting that a better competing
standard (DSK) is available (David 1985:332). Lweiim & Margolis (1990) strongly
criticize the empirical evidence considered by [@avihey find that past studies comparing
QWERTY and DSK along the dimension of typing sppeavide only weak, and sometimes
biased results. They introduce properties othen ttyping speed that seriously question
DSK'’s superiority, like ergonomic characteristiestoe competing firms’ marketing abilities.

The VHS controversy follows a similar path. Arth(d©90:92) remarks the similarity
of VHS and Beta along three properties (price, tohmarket entry and initial market shares),
from which he infers that the final victory of VH&nN only be explained by a contingent
initial lead amplified by increasing returns. Lietitz & Margolis (1995:222) contest
Arthur's example by considering a fourth propeftgttcould account for the domination of
VHS, namely its longer recording time, particulaviglued by consumers in the 1970s. Had
they not mentioned recording time discrepanciesvéen VHS and Beta, they could have
advanced that a “large part of the VHS advantageedaom the sheer ability to deliver more
VHS machines than Beta producers could make earlyn dhe competition” (Cusumanet
al., 1992:47). Or they could have reported any othepenty difference which possibly
explains the outcome. Since historical data is nexéaustive, whatever the proponents of
the controversy reply to each other, it is oftematter of belief to agree with them or not.
Despite all the efforts by Arthur, David and othde&elund & Tollison (1997 : 387) assert
that, so far, “there are meal world examples of path dependence”.

Evidence for the long term impact of history: howrlg is the “the long run”?

Another issue that severely constrains the empisicape of path dependent explanations is
the idea that history matters “in the long run”.thee long run, VHS will be replaced by
another recording system (e.g., DVD) and QWERTY bkeyds substituted for something
else (e.g., voice recognition systems). Empiricalgch pair of competing entities has an
idiosyncratic,ex postdetermination of “the long run”, since the momeshien lock-in occurs

is unpredictablex antedue to contingency.
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Interestingly, Page (2006) formally distinguishesutcome-dependent from
equilibrium-dependent processes. The outcome obeeps at timé+1l might depend on past
states while the long run equilibrium does not. Baes such a distinction make sense in
empirical cases? For instance, one could reframmeViHS vs. Betamax controversy in an
equilibriumindependent way: whether VHS or Beta was choseneimpést does not actually
matter, since nowadays everyone is locked in ufiMPs. The difficulty to give sound
empirical content to path dependence partly conresn fthe fact that, while some
mathematical processes do converge to uncontravstable equilibria, real history does not.
If the long-run is identifiecex post(e.g., after lock-in has been observed empirigatlye
prediction that path dependence implies lock-irfesaffrom a lack of falsifiability. Indeed,
how can we think of a world where lock-in does aotur when we do not know when it is

supposed to occur?

Evidence for suboptimality: if only the past had dxe different.
More than three centuries ago, Leibniz meant tabdish logically that we live in the best of
all possible worlds (Leibniz, 1686/2000). Usingoslightly different arguments, advocates
of path dependence maintain nowadays that we dolintite past had been different, we
could all be better off right now (e.g., nobody wbuse QWERTY keyboards). Arguably,
both Leibniz and the advocates of path dependexnkfestablish their point logically.

The theorem of path dependence asserts that thehmgses the present stochastically
(v(O, ), Pr(O | )<1). Thus, at the present time,om@ can determine what today would look
like had the past been different, since the diceanitingency would need to be rolled again
from that point in the past onwards. Thereforegiven outcome in a path dependent process
cannot be caused deterministically by the occugeaica particular event in the past. Let us
analyze the previous statement with the languageaygositional logic; @ means that “A is
the outcome of the processj, that “choice A was made in the past” and C thantmgent
events reinforced the choice made in the pasth Bependence means that:

A +C =0p (If A was chosen and contingent events reinforbé t
choice, then A is the outcome; by contrapositibm i
~Q =~ lav~C isn’t the outcome, then eithér was not chosen in the

past_orcontingent events made the path diverge)
In particular, if the so-called optimal outcome diot occur, one cannot infer that a different
choice in the past would have made it occur (witbbpbility one). A different past does not
necessarily imply a different future, since conéingevents may modify the path taken (cf.

Appendix C). When a standard B is preferred toh&, income it generates leads to further
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investment in B’s quality. But what if A had bedmsen in the past? Would it have improved
as much as B — or more, or less? Since there wgayoto know, path dependence is not in a
position to empirically verify suboptimality. It lows that no particular event in the past can
be identified that would give an ‘optimal’ outcome the future (with probability one).
Hence, the proposition that “the current situatismot optimal” is at best misleading; the
strongest claim one can make is that we could bhaen better off today with a probability
strictly comprised between zero and one. This iegplin turn that, with a non-zero

probability, we are currently living in the bestaif possible worlds (cf. Appendix C).

3 — A possible future for path dependence

Path dependence raises essential questions foal ssaentists. However, the empirical
literature on path dependence has yet failed toezgddnajor issues, namely 1) how to verify
or falsify the contingency argument of path depeh@gplanations?, 2) how to define at what
point in time history matters? and 3) how to caesiy integrate path dependence and
claims about suboptimality? The previous discusslidnnot intend to reject path dependence
as a scientific construct but to recognize its th8cal interest while evidencing its strong
empirical limitations. This section opens with saggons about designing research on path
dependence while avoiding empirical deadlocksentitlustrate my argument by presenting a

simple application of path dependence in orgaronadind management studies.

Back to the future: a suggested direction for padlependence research
The complexity of empirical observations can adiity be made greater by considering
additional properties of a given system, in ordeffdisify path dependent arguments. The
latter rely on the assumption that random shock#ema the long run; yet, randomness
cannot be verified and “the long run” often needs@ hocdefinition to fit the observations.
The theoretical substance of path dependence wonadde more fruitful and less
controversial in situations where: 1) the complexdf the observed system can be
circumscribed so that only a limited amount of gndigs are relevant for study, 2) the chance
argument is not used as a patch for lacking datésbndeed a credible assumption and 3) the
long run equilibrium is not definee posto fit with the theory. One can think at leastwbt
research methodologies that meet those criteriaipater simulation and lab experiments.
Simulation and experimental designs basically allegearchers to reduce considerably the
complexity of the studied phenomenon (Mezias & EBisi1997; Webster & Sell, 2007). The
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finite amount of variables in a computer simulatemd the possibility to control for most
undesired noises in a lab experiment are two istexg features of such designs, which
render falsification a feasible task. Also, randesmsis modeled in an acceptable manner
using generators of pseudo-random numbers or rarsdonpling techniques. Early choices
are not assumeek posto have happened by chance, but are actually mb@si¢he outcome

of random events. Using such designs, scholarstedamvhat is attributable to chance and
what is not, since all relevant variables can beked at each step of the process. The impact
of chance can be estimated by re-running the stmoulgwith a different random seed) or
replicating the experiment (with different subjgctsloreover, random shocks need not be
modeled as equilibrium selection mechanisms, a®fien the case in empirical path
dependence studies, but instead represent whhaeisimulation or experiment has not been
controlled for, thus providing insights about hosvitmprove theory in the future. Finally,
since the parameters of simulations and experin@etghoseex anteby the researcher, the
time boundaries of such designs are less subjeatl toocdefinitions based oa posteriori
observations. Those parameters can be modifiedtird replications in order to compare
different paths whose outcome can be known (anadmnigtassumed); this provides sufficient
support for claims about which path is the optiora among those tested.

Simulations and experiments are research settingg tddress all of the
epistemological issues discussed earlier in theempaihey make non-metaphorical path
dependence more readily applicable. As exemplifieceafter, modeling path dependence
with such methodologies help scholars to generaw mypotheses in their area of
specialization. As a student of organizations, Il wow develop an illustration of such
possibilities in the field of organization science.

A simple simulation of the path-dependent evolutiohorganizational capabilities

A (dynamic) capability is defined as an organizaBo“ability to integrate, build and
reconfigure [...] competencies to address rapidlyngiteg environments” (Teecet al,
1997:516). In organization and management scienttes, evolution of organizational
capabilities is often said to be path dependerdefitiardt & Martin, 2000; Helfat & Peteraf,
2003; Schreydgg & Kliesch-Eberl, 2007; Teeteal.,1997). Sydowet al. (2005) regret that
the latter term is often used too broadly and astdbe almost any organizational procéss

M Teeceet al. (1997:522-3) write thatpath dependenc|e] recognizes that ‘history mafters Thus a firm’s
previous investments and its repertoire of routifiisshistory’) constrain its future behaviour’h@ existence of
such inter-temporal dependencies is indeed a pisopEmost social processes.
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As a response, they offer a modified definition pHth dependence by relaxing some
assumptions that are often not consistent withotitelogy of organizational processes (e.g.,
randomness). In this section a different but comletary approach is explored, since path
dependence is maintained within its original asgionp. The advantage is twofold: first,
some substantial properties of path dependendeosiifin (e.g., lock-in as a necessary
outcome); second, the concept remains narrow entougtoid the risk of conflating different
theories into a single one (Schwartz, 2004).

Organization and management scholars are confromidda paradox: they usually
assume that purposive action drives organizatidifal whereas path dependence theory
insists on chance. Iax posthistorical accounts of path dependence (e.g., QWERthe
explanation goes as follows: since the outcomeesntd suboptimal (we are using the
‘wrong’ keyboard), the process must have been gapfendent; therefore, contingent events
must have occurred earlier. Previous sections esigath the limitations of this explanation:
it compares an actual outcome with a virtual ohassumes a necessary relationship between
path dependence and suboptimality; it infers thestemce of early contingency when
alternative explanations seem more appropriate;emorportantly, it does not provide
evidence that any of those statements hold truecdyrast, in the following simulation,
randomness lays at the foundation of the modehabcore assumptions of path dependence
are verified; what matters hereafter is the kinduticomes that such a process can yield.

Without relying explicitly on path dependence ie tmodel, Zott (2003) studied in a
simulation the impact of three properties of calitas (time, cost and learning of resource
deployment) on intra-industry performance differ@ist He observes that path dependencies
are associated with learning but do not alwaysiobfaccordingly, in the following simple
simulation, an emphasis is put on learning to iaseethe likelihood of path dependence. No
particular hypothesis is formulated antesince the objective is to show how the observation
of simulated path dependence can help scholarsetwergte testable hypotheses. An
organization is represented as a bundle of 10 d#pedy which are internally supported by
managers based on their past performance. A cépakliith above (below) average
performance at periotleads to increasing (decreasing) support at pdri@d Managerial
support includes anything that fosters capabiligvelopment (e.g., resource allocation,
attention devoted, degree of priority attribute@he performance of a capability ir1
depends on three factors: that achieved, ilmndom shocks, and scale/scope economies.
Learning operates at a constant rate to acceld¢hategprocess. Thus, the more support a

capability receives, the more likely it will receiMurther support. The following graph
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displays the path dependent evolution of the intgrmd managerial support received by the

ten capabilities over 480 time periods (see Appeidior more information):
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Graph 1: Evolution of the intensity of manageriabpport for the 10 capabilities

Two important observations can be made: 1) it isthe early history that determines the
outcome at period 480 (C6, C7 and C10 had an eaigntage); 2) lock-in has not occured
yet at period 480 in this simulation: the momenit®bccurrence depends on the random seed
(it is unpredictableex ant@. Late lock-in can be explained by the fact thatyofdw
capabilities have completely lost managerial supafter period 360 (C5, C8 and C9), which
leaves enough alternative capabilities availabléuffer random shocks without sticking to
one single path. Interestingly, two capabilitiesntified with *’ in the graph seem ‘dormant’
until period 280, a moment after which their pemance increases dramaticaflyHad the
organization got rid of C3 and C4 earlier, the alleability to face subsequent environmental
pressures could have been damaged, particulahigmvelocity environments (Henderson &

Stern, 2004). Internal selection events at thelwéipalevel thus seem to matfér Therefore,

Hyp. 1: The more internal selection events occuanmorganization (at the capability

level), the faster its evolution can lead to lonks the presence of path dependence.

12 Dormant capabilities are those kept within an oizmtion despite relatively poor (although stable)
performance, which embody a potential for subsegeesiution in the shape of learning and routines.

13 While Henderson & Stern (2004) regard internaésgbn events at the product level (e.g., manasgest out

a product because of its poor performance), this@eimplements the concept at the capability leve
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The development of new capabilities is likely tauoteract this tendency by providing the

organization with new options, which representraléve paths. Thus,

Hyp. 2: The more an organization develops new c#éipiab, the slower its evolution

can lead to lock-in in the presence of path depeoee

As this paper showed, however, lock-in does notyrepboptimality. But lock-in implies that
very few alternatives remain viable for adoptiamhlgh-velocity environments (Eisenhardt &
Bourgeois, 1988) where organizations are confrom@t considerable pressures toward

change, lock-in might become an issue whateveedfdibrium:
Hyp. 3: The higher the velocity of the environmém, more damaging lock-in can be.

When change is required, an organization with dotntapabilities possesses a catalog of

alternative paths that can ease its evolution:

Hyp. 4: In high-velocity environments, the moremdant capabilities an organization

possesses, the easier it will be for it to implencbange.

This hypothesis is consistent with the proposititbat capabilities should be monitored
reflexively “in order to check their ongoing workkty in the light of a potentially changing
unpredictable environment” (Schreydgg & Kliesch-BEb2007:930). It complements this
suggestion by insisting on the fact that unpretiiet@hanges are more likely to be dealt with
when a variety of dormant capabilities are presetitin the firm, caeteris paribusDormant
capabilities also qualify the dichotomous view aoluced by Eisenhardt & Martin (2000).
According to this view, stable environments areoasded with robust, highly codified and
detailed capabilities, whereas in high-velocity teots the latter are simple, fragile and
semistructured. Dormant capabilities have the p@tketo represent a third way by hinting at
the existence of underperforming building blocksaitines that can suddenly revive under
new environmental conditions. Apple’s early growths based on innovation capabilities and
a “freewheeling corporate culture” (Sull, 1999) ttladtracted creative engineers. When the
industry for home computers became mature, cosinguand discipline became necessary
ingredients to fuel a sustained performance, bey tlan counter corporate routines and this
curbed Apple’s growth in the late 1990s. Only a f@ars later did this dormant capability of
cheerful creativity translated into a booming growthen Apple entered a new environment

with the iPod. Thus, the identification of dormaapabilities within the firm should not lead
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automatically to divestiture, but requires an assemt of which strategic moves (e.qg.,

diversification) could place them in a positionréwive organizational performance.

Conclusion and discussion
By providing a distinctive definition of path depmkance, this paper was able to investigate the
conditions under which the concept can advance ledye. A (stochastic) path dependent
process was defined as one whose outcome distibutianges over time as the process
unfolds. At least one negative externality is oledrin path dependent processes, possibly
coupled with some self-reinforcing mechanism. Stibogdity, market failure or inefficiency
are constructs only loosely related to path depecelewhile lock-in is a necessary outcome
of it, although one cannot predict when it will acc

Attempts to apply path dependence empirically hiaed so far to address three
major epistemological issues, namely 1) how tofyen falsify the contingency argument of
path dependent explanations?, 2) how to definehai woint in time history matters? and 3)
how to evidence suboptimality without contradictitigge core theorem of path dependence
(i.e., w(O, I), P(O]l)<1)? As long as suboptimality remaenrs unproved possibility, path
dependence should not be conceived of as a thdwlenging neoclassical thought — it
actually does not need such a confrontation togfavitful for social scientists.

| suggested that the use of computer simulatiodislan experiments could be a way
to overcome the empirical limitations of path degemce and develop its full potential while
avoiding confusion and pointless controversies.eéu] the ontology of a theoretical
framework needs to fit that of the reality it intlsnto analyze (Lawson, 1998). | showed how
a simulation modeling the path dependent evolutibarganizational capabilities could help
to generate new hypotheses for organization andagement scientists. The simulation,
although very simple, led to the identification afspecific type of capabilities — dormant
capabilities — which could ease organizationahgeaand prevent a decrease in performance
under specific conditions. In particular, the preseof dormant capabilities could be a factor
delaying the occurrence of organizational lock-ince they embody a repository of
knowledge that could be leveraged profitably inifiecent environment. The hypotheses
developed display similarities with the literatue coevolution and organizational ecology,
which gives a flavor of the integrative potentidlpath dependence-inspired research, both

theoretically and in simulation or experimentaligas.
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More essentially, this paper was an attempt atispischolars’ attitude toward path
dependence. Path dependence gogerty of certain processes; it does not predict anything
per se— only that lock-in will obtain at some point ihet future, under certain assumptions.
One of these assumptions is the presence of rastiooks. Only when contingency includes
a component of randomness can path dependencekbe &s a distinctive analytical
framework. Yet contingency should not become arétemal shortcut: chance or randomness
are not proxies for purposive behavior and will erevoe, especially since no accurate
prediction will ever be derived from assumptioriel'people behave randomly” or “people
are sometimes lucky, sometimes not”. Besides, whenories with similar complexity and
explanatory power are competing, it seems reasen@bldopt the one that involves the
smaller amount of chance in its assumptions andatanechanisms. Its external validity is
likely to be greater since its predictions will @epl less on a particular, contingent context.
The challenge for scholars, therefore, is to mavayafrom methodologies based er post
accounts of historical sequencassumedo be path-dependent, to research designs where
processes are modelex anteas path dependent in order to derempirically testable
hypotheses and develop theories vathdictive powerin sum, the view of path dependence
offered here calls for a radically different approdo the concept.

This paper contributed epistemologically to our ensthnding of how path
dependence can become a building-block for the rambraent of knowledge in social
sciences; it suggested methodological ways of @veirtg the empirical limitations of path
dependence and proposed a simulation as an iliwstran the field of organization and
management sciences. Hypotheses were formulatédsiieal new light on organizational
capabilities by conceptualizing them as alternagigéhs in a process leading to lock-in. This

theoretical contribution requires further developirend empirical testing in the future.
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APPENDIX A: Non-ergodic Markov chains

A stochastic process consisting of a sequencenafora variables {X, n=0,1,2,...} with a
finite or countable number of possible values drat has, for any statea fixed probability
P; that it will next be inj is called aMarkov chain

Any Markov chain verifies the Markov property whidtates that the future state only
depends on the present state:

Pr(Xns1 = X | X0 = Xny-.., X1 = X1) = Pr(&e1 = X | X0=Xp)

= A Markov chain idrreducibleif all states communicate with each other.

= Statei hasperiodd if P; "= 0 whenever n is divisible by d and d is the gestinteger with
this property. A state is said to aperiodicwhen it has a period of 1.

= Statei is recurrentif with certainty a process startingjatill eventually return; it igositive
recurrentif the expected number of transitions neededtiormes non-null and finite.

= An irreducible aperiodic Markov chain with only pibge recurrent states is said to be
ergodic(Ross, 1996:ch.4). It has a stationary distribbytice. one that verifies, for ait

Pr(Xni = X [ % =y) = PrO6 = x| %a=y)

When a Markov chain is ergodic, it is possible éaah a given state from any other state
through a certain sequence of events.

As a consequence, a Markov chaimasm-ergodidf: i] there exist states that are not reachable
from others (non-irreducibility), ii] there existases that are never reachable in a given
amount of steps (non-aperiodicity) or iii] therast)states that are reachable with probability
one only after zero or an infinite number of traéiosis (non-positive recurrence).

APPENDIX B: Evidence for chance — a development

For logical and epistemological reasons, the randbaracter of complex patterns cannot be
verified, even in formal systems (Chaitin, 1974)d@él established in 1931 that no formal
system can endogenously produce the evidence feryewue theorem derived from it.
Consider the proposition: “this statement is unpt€”, which is a provable proposition only
if it false. Since false propositions cannot beved) it means that there exists at least one
proposition whose truth is unprovable, which imglihat the formal system within which
propositions are produced is incomplete.

Similarly, if we ask a computer to find a seriesbafary digits that can be proved to be of a
complexity greater than the number of bits in thiegpam itself, the computer returns a
number that the program should not be able to kubecause it cannot be proved that a
number is of a complexity greater than that ofihegram generating it. Since the complexity
of a random number is approximately equal to itg siike in the first series p.8, this implies
that no program can prove the randomness of a numbee complex that the program itself.
Consequently there exist an infinite amount of manchumbers that cannot be proved to be
random, whatever the complexity of the systemaiktest
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APPENDIX C: Formal developments about suboptimality

The claim: “if the past had been different, we vebbe better off” contradicts the theorem of
path dependence:

- a different past does not necessarily imply a ogffié future, since contingent events
may modify the path taken.

- if a different past meant a different future, tHeslding the past constant the future
would not change: the alternative outcome B couwltl atcur knowing thatal did.
Therefore, Pr(@ | In) = 0, which implies that Pr(©O]| l,) = 1, a statement that
contradicts the theorem of path depender¢®,(), Pr(O | )<1).

- this can be generalized to processes witlossible outcomes by writings@s Qv O,

W W On—l-

The claim: “we might be living in the best of albgsible worlds” does not contradict the
theorem :

- the current outcome O belongs to the set of alsiptes outcomes S. Assume O is the
optimal outcome (whatever the criteria for optiygliThus O€ S,wx € S, O>X.

- Let us posit the existence of Q, a better outcdmaa O (O < Q). Yet, we cannot prove
that Q€ S, since there is no deterministic relationshifwieen the past states and the
possible outcomes. Therefore, the probability thatlive in the best of all possible
worlds is non-zero.

APPENDIX D: Generating hypotheses with LSD

The simulation has been conducted using Labordtor$imulation Development (LSD), a
program developed by Marco Valente.

Scale/scope economies work in the simulation aslfae@nforcing mechanism. They create
the necessary negative externality that leadstto gigpendence: they render other capabilities
less and less attractive compared with the sefffgeting one. Random shocks represent the
events that may affect managerial support to alsbjya shifting stakeholder preferences,
internal power relationships, legal changes in ¢én@ironment, evolution of competitive
structure. It need not be assumed that such eweents randomly in the real world, although
they do in the simulation.

MODELBEGIN

EQUATION("Performance”)

[* An organization is represented as a bundle ofdiabilities receiving different levels of
managerial support.

Capability performance[t]= Performance[t-1] + S¢&pe economies + Random shocks */

v[0]=V("ShockiIntensity"); //[parameter allowing toadify the intensity of the random shock
v[1]=VL("Performance”,1);

v[2]=V("Learning");

v[3]=VL("share",1); // amount of support receivesiashare of the total

V[5]=RND;

v[4]=v[1]+Vv[2]*V[3]+(Vv[5]-0.5)*Vv[0]; //learning*share represents scale/scope economies
RESULT(v[4])
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EQUATION("AvPerf")
v[3]=0,v[2]=0;
CYCLE(cur,"Capability")
{v[0]=VLS(cur,"Support”,1);
v[1]=VS(cur,"Performance");
v[2]=v[2]+V[O]*V[1];
V[3]=V[3]+V[O];}
RESULT(v[2]/V[3]);

EQUATION("share")
v[0]=V("Support");
v[1]=V("TotSupport™);
RESULT(v[O]/V[1]);

EQUATION("Support")

[* Amount of support[t}=Support[t-1](1+SpeedChar@elformance]t]-
AvPerformance][t])/AvPerformance][t]). That is, ma@pport is allocated when the Capability
has an above average Performance and decreasesisghdhe speed of change is set by
SpeedChange.*/

v[0]=V("Performance");

v[1]=VL("Support",1);

v[2]=V("'SpeedChange");

v[3]=V("AvPerf");

RESULT(V[1]*(2+v[2]*(v[0]-v[3])/V[3]))

EQUATION("TotSupport")
v[0]=0;
CYCLE(cur,"Capability™)
v[0]=V[0]+VS(cur,"Support");
RESULT(v[0])

MODELEND

Parameters:

- 480 time periods (if each represents one monthsithalation models 40 years of
organizational life).

- SpeedChangéearningandShockintensityare parameterized in order to keep the
evolution steady and incremental. For instancedoamshocks at each period can
modify performance by, at max, + 3 %.

Initial values concerning managerial support andopemance are identical across
capabilities in order to control strictly for iratiasymmetries. The results remain
stable, though, when asymmetrical values are cosdpas initial conditions.
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